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Introduction 
One fundamental challenge many facilities encounter is accu-
rately estimating the rate of degradation throughout their facility. 
Degradation rates are used to inform facility technical leadership 
about the present risk of individual assets and are used to sched-
ule a variety of inspection and maintenance tasks. Incorrectly 
estimating degradation rates can lead to an inadequate under-
standing of risk. If estimated rates are overconservative, facilities 
may waste resources on unnecessary inspections. Alternatively, 
if estimated rates do not correctly capture all potential risk, facili-
ties can experience large economic or health, safety, and environ-
mental (HSE) consequences. 

Currently, degradation estimates are made by subject mat-
ter experts (SMEs) who leverage industry standard tools such 
as API RP 581, various industry-recognized damage/corrosion 
models, prior inspection data, and the wealth of knowledge and 
experience they have gained throughout their careers. While 
these methodologies have historically been a credible method 
of predicting degradation rates, actual rates can differ signifi-
cantly from the estimated rates for a variety of reasons. First, 
while there may be a tremendous amount of data available to 
an SME, sifting through and analyzing a large quantity of data 
can be daunting for a human. Further, data quality issues such 
as incomplete, missing, or poor-quality data can also drastically 
alter SME perceptions. Finally, even with a complete and clean 
set of data, actual degradation rates can differ significantly from 
theoretical values due to a variety of factors such as environmen-
tal considerations and changes in facility process conditions.

Machine learning can strengthen the natural limitations of 
human SMEs, resulting in methods that predict degrada-
tion rates more quickly and accurately. When used properly, 
machine learning models can quickly sort through, organize, 
and clean massive amounts of input data such as temperature, 
pressure, metallurgy, and stream information, and leverage 
this data to make more accurate degradation rate predictions. 
Further, models based on data science can continually evolve 
and learn based on newly acquired data, preventing results from  
becoming stagnant. 

Machine learning models can be leveraged—even by facilities 
with limited data—to strengthen areas of natural human lim-
itations when predicting degradation rates. The following study 
found that a machine learning model was able to predict degra-
dation rates for a hydrocracker unit more accurately and with a 
smaller margin of error compared to current industry practice. 
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This article will discuss the details of this study as well as future 
applications of machine learning models for the industry. 

The Hydrocracker Study
The purpose of this study was to compare the accuracy of degra-
dation rates estimated by a machine learning model to the deg-
radation rates calculated by human SMEs leveraging API RP 581. 
This study specifically focused on degradation rates for a variety 
of piping circuits in a hydrocracker. The study focused on piping 
circuits specifically because they are responsible for the majority 
of loss of primary containment failures in refining facilities [1].

The hydrocracker analyzed in this study had 25 piping systems 
which included 70 piping circuits and 1,662 condition monitor-
ing locations (CMLs). The available data consisted of:

•  Historical thickness inspection data, including the measure-
ment dates and measured thickness readings.

•  Asset level information including asset metallurgy, operating 
temperature, and operating pressure.

•  Process information associated with each circuit in the unit, 
including parameters such as H2S content, pH, and Total Acid 
Number (TAN).

Given raw inspection data taken over time, the corrosion rate at 
each CML in the population was calculated. Figure 1 shows these 
observed degradation rates as a box plot broken out by piping 
system. Note that, on average, the degradation rate on any given 
CML for this hydrocracker is quite low (between 1 and 2 mpy), 
but that there is a large amount of variation in degradation rates 
both in the hydrocracker unit itself as well as across each sys-
tem within the hydrocracker. Observed corrosion rates for many 
CMLs in the hydrocracker approached 10 mpy.

The machine learning model developed for this study relies 
directly on observed data, rather than industry standards such as 
API RP 581, to predict degradation rates. By leveraging asset data, 
the machine learning model learns how different variables affect 
the overall degradation rate and will continue to improve its 
predictions as it is exposed to new data over time. The machine 
learning model does this using supervised or example-based 
learning, where each input example corresponds to a single 
CML with its various elements of asset information as well as 
the measured degradation rate observed for that CML. By con-
suming these training examples, the machine learning model 
builds a representation of how strongly each variable influences 
the final measured degradation rate. For example, the model will 
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Figure 1.  Box-whisker plot of the observed degradation rate ranges across the various systems in the hydroc-
racker. The horizontal lines in each box correspond to the median degradation rate for that system 
and the dots correspond to statistical outliers outside of the standard interquartile range. Note that 
while most data suggests low corrosion rates, there is considerable variation both across individual 
systems as well as the entire hydrocracker itself.

learn that, with all other variables being equal, higher tempera-
ture generally leads to higher degradation rates. Note that the 
machine learning method was not pre-programmed with these 
rules and assumptions. Rather, the model learns these relation-
ships naturally by observing data. After training, the machine 
learning model can make predictions for new CMLs that it has 
using the rules that it acquired during its training, enabling it 
to make reasonable and accurate inferences for new degradation 
scenarios that may be different than the ones it has previously 
encountered.

Figure 2 highlights the degree to which the top ten most import-
ant variables contributed towards the prediction of degradation 
rates within the piping circuit. For this specifi c hydrocracker, 
operating pressure was the most impactful variable in predicting 
degradation rates, followed by temperature, O2 levels, and pH. 
While still providing a meaningful contribution to the model, the 
hydrocracker’s Total Acid Number (TAN) was a far less signifi -
cant variable than many others.

The accuracy of the model was evaluated by training the model 
on subsets of the overall data. The resulting model was then used 

to make predictions on the remainder of the data, which corre-
sponds to new cases that the model had not previously encoun-
tered. This procedure was repeated over multiple partitions of 
the data and then compared to the SME-estimated degradation 
rates that were provided with the initial dataset. 

We evaluated accuracy by computing the absolute error between 
the predicted degradation rate (either given by the SME or by the 
machine learning model) and the actual corrosion rate observed 
in the data. This is done by computing the error (difference) 
between the two rates, taking the absolute value of that error, 
and averaging across all observations. The average absolute 
prediction error for the API RP 581 model was 7.2 mpy, whereas 
the average absolute error for the machine learning model was 
signifi cantly smaller at 1.5 mpy. In 85% of the cases that were 
examined in the study, the API RP 581 rates were more conser-
vative than the observed degradation rates. However, it is note-
worthy that in 15% of the cases, the degradation rates predicted 
by API RP 581 were signifi cantly under-conservative, meaning 
that API RP 581 underestimated the corrosion rates at these 
CMLs. The machine learning model was much more accurate 
at predicting corrosion rates for these CMLs. In one case, API 
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581 underestimated the true rate of corrosion by nearly 10 mpy, 
whereas the machine learning model only underestimated by 2 
mpy. While the machine learning model still underestimated the 
degradation rate for this specifi c CML, it did so by a signifi cantly 
smaller margin and provided a better estimate of degradation.  

Key Takeaways 
While this study provides examples of how data science and “big 
data” can be applied to the industry, there are a few important 
points to highlight.

First, API RP 581 corrosion estimates tend to be conservative (by 
intent), which can make it appear easy for a machine learning 
model to outperform API RP 581 rates in terms of overall accu-
racy. However, a previous study that compared degradation rates 
in a reformer unit also found that machine learning-based meth-
ods outperformed an actual human SME tasked with providing 
accurate degradation rates [2]. These fi ndings highlight how 
machine learning models can predict degradation rates more 
accurately than current standards used in the industry. 

Second, while the machine learning methods explored in the 
study were shown to be more accurate than the SME-assigned 
rate, these models should not be considered as a replacement for 
the SME. The expertise that a qualifi ed SME brings to the process 

of estimating degradation rates is irreplaceable and machine 
learning serves as a potential aid to the SME in their work. For 
example, the machine learning model can help SMEs quickly 
identify areas of particular concern within a facility or calcu-
late changes in degradation rate as process conditions in the 
facility change.

Finally, each facility is unique, and the machine learning model 
will produce results that are specifi c to the facility that was 
used to train it. However, the general rules learned by the model 
regarding how individual variables affect degradation rates will 
transfer to any facility. Additionally, the machine learning model 
is capable of quickly calibrating to a new facility with only a small 
amount of data and naturally improves over time as it observes 
more data to refi ne its rules and predictive capabilities.

Future Applications of Machine Learning
The results of this analysis show how data science can be used 
to solve reliability problems faster and more accurately than cur-
rent industry practices. The focus of this article was on piping 
circuits for a hydrocracker, but the methods employed can be eas-
ily applied to a variety of units such as reformers and crude units. 
These models can also be applied to assets other than piping such 
as pressure vessels, tanks, or exchangers.

Figure 2.  The relative importance of the top ten variables used by the machine learning model. Pressure was 
the most informative variable for the model.
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Additionally, facilities can currently use data science and 
machine learning techniques to aid in a variety of tasks beyond 
degradation rate estimation. For example, data cleansing is a 
vitally important, yet time-consuming process for humans. 
Machine learning methods, on the other hand, can quickly iden-
tify potentially anomalous inspection readings and suggest rea-
sonable values in the case of missing data. In addition to data 
cleansing, machine learning techniques can further be used to 
automatically assign damage mechanisms, grade inspection 
reports, and flag assets that may need retro-positive material  
identification (PMI). 

Data science and machine learning have the potential to revo-
lutionize degradation rate estimation throughout a facility. By 
implementing these machine learning methods, facility leaders 
will have a better understanding of the risk profile of their facil-
ity, enabling them to make more strategic decisions. n

For more information on this subject or the author, please email 
us at inquiries@inspectioneering.com.
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